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ABSTRACT

A new ARM infrastructure resource provided by the ARM Archive includes a new system that will be dedicated to visualization
and software development based on the very large data volumes from new ARM instrumentation (e.g., scanning radars and lidars).
As part of the “Big Data System” (BDS) design, the ARM Archive is currently setting up a system with various interactive
visualization tools. The registered archive users will be able to request access to this system and perform various visualization and
small-scale data extraction tasks. This system will have radar software such as TITAN, IRIS, and IDV, and data processing and
visualization tools such as IDL, MATLAB, and NetCDF libraries. In addition to the interactive visualization capabilities, this
system will also be used to produce a very large number of pre-computed plots for large volumes of radar data. These plots will be
used in various ARM web pages and Archive user interfaces as part of the data discovery and data ordering processes. This system
will also have programming languages and their libraries such as C, C++, Perl, Java, Python, and ScientificPython libraries. The
ARM Integrated Software Development Environment (ISDE) will be installed as part of the script development feature. The users
will be able to use a large collection (10s of TB) of locally stored data or request data through Archive user interfaces for transfer
to this system for further processing. This poster will also explain hardware and use policies and operational scheme for this
system.
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