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Abstract

Relations among observed changes in global mean surface temperature, ocean heat content, ocean heating rate, and

calculated radiative forcing, all as a function of time over the twentieth century, that are based on a two-

compartment energy balance model, are used to determine key properties of Earth's climate system. The increase in

heat content of the upper ocean, obtained as the average of several recent compilations, is found to be linearly related

to the increase in global temperature over the period 1965-2009; the slope, augmented to account for additional heat

sinks, which is an effective heat capacity of the upper, short-time-constant compartment of the climate system, is

21.8 ± 2.1 W yr m-2 K-1 (one-sigma), equivalent to the heat capacity of 170 m of seawater (for the entire planet) or

240 m for the world ocean. The rate of planetary heat uptake, determined from the time derivative of ocean heat

content, is found to be proportional to the increase in global temperature relative to the beginning of the twentieth

century with proportionality coefficient 1.05 ± 0.06 W m-2 K-1. Transient and equilibrium climate sensitivity were

examined for six published data sets of forcing mainly by incremental greenhouse gases and aerosols over the

twentieth century as calculated by radiation transfer models; these forcings ranged from 1.1 to 2.1 W m-2, spanning

much of the range encompassed by the 2007 assessment of the Intergovernmental Panel on Climate Change (IPCC).

For five of the six forcing data sets a rather robust linear proportionality obtains between the observed increase in

global temperature and the forcing, allowing transient sensitivity to be determined as the slope. Equilibrium

sensitivities determined by two methods that account for the rate of planetary heat uptake range from 0.24 to 0.75 K

(W m-2)-1 (CO2 doubling temperature 0.88 to 2.75 K), less than, to well less than, the IPCC central value and

estimated uncertainty range, and strongly anticorrelated with the forcing used to determine the sensitivities.

Transient sensitivities, relevant to climate change on the multidecadal time scale, are lower still, 0.19 �– 0.42 K

(W m-2)-1. Values of the time constant characterizing the response of the upper ocean component of the climate

system to perturbations range from 4 to 9 years, in broad agreement with other recent estimates, and much shorter

than the time constant for thermal equilibration of the deep ocean, ca. 500 years.

Keywords: Climate sensitivity; Forcing; Global mean surface temperature; Heat capacity; Time constant
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1. Introduction

The response of the Earth climate system to perturbations in the radiation budget is central to the

physiology of the planet. Knowledge of this response is essential to societal decisions about

limiting emissions of greenhouse gases in order not to commit the planet to unacceptable climate

change. A key measure of the susceptibility of climate to such change is the equilibrium sensitivity,

the equilibrium change in global mean near-surface air temperature (GMST) that would result from

a sustained change in global net absorbed radiation (forcing, normalized to this forcing1. Numerous

climate model studies have indicated that this change in GMST is relatively insensitive to nature of

the radiative change and as well that other changes in climate scale with changes in GMST. The

equilibrium sensitivity is a quintessentially important property of Earth's climate system which is

the objective of much of the research endeavor directed to understanding Earth's climate and its

response to perturbations. Frequently the equilibrium climate sensitivity is expressed as a "CO2

doubling temperature" ∆T2×, the amount by which GMST would ultimately increase in response to

a sustained doubling of atmospheric CO2. ∆T2× is related to the equilibrium sensitivity by

∆T F S2 2× ×= , where F2×  is the forcing that would result from a doubling of CO2, approximately

3.7 W m-2 (Myhre, 1998; IPCC, 2007). The equilibrium sensitivity (or equivalently ∆T2×) is quite

uncertain; the best estimate for ∆T2× given by the 2007 assessment report of the Intergovernmental

Panel on Climate Change (IPCC, 2007) is 3 K, with an uncertainty range (central 66% of the

probability distribution function) 2 to 4.5 K (relative range 83%). This uncertainty greatly limits

understanding of climate change over the industrial period and precludes effective planning of

energy futures (Schwartz et al, 2010).
_________

1 For reasons having to do with stratospheric adjustment that occurs rapidly (months) following an
increase CO2, which has traditionally been used as a benchmark forcing in model studies of climate
sensitivity, the forcing pertinent to climate change and to determination of climate sensitivity has long
been considered to be the change in net absorbed radiation at the tropopause. Increasingly, however,
it is becoming recognized (e.g., Gregory and Forster, 2008) that the pertinent measure of forcing is
the change in net radiation at the top of the atmosphere, as it is this change that affects the global
energy balance.
_________

Broadly speaking, approaches to determining the climate sensitivity can be distinguished as model-

based and observation-based. Model based determination is generally taken to mean through the

use of general circulation models (GCMs) of the Earth climate system. Such models are capable of
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imposing a forcing of known magnitude on the climate system and determining the sensitivity from

the climate system response, accounting for the departure of the system from equilibrium through

the net heating rate of the planet (Forster and Taylor, 2006). Observationally based determination

would generally require knowledge of both the forcing that is thought to have induced a change in

GMST over a given period of time and the resultant temperature change attributable to that forcing,

necessitating confident attribution of the response to the forcing. In principle this approach might

be based on equilibrium change in radiation and GMST over a long period of time (up to and

including differences between glacial ice ages and the present temperate period) or might be based

on shorter-term forcing and response (e.g., volcanic aerosols, or over the industrial period with

ramped forcing) with some means of accounting for the observed response being only a fraction of

the equilibrium response. An alternative approach of determining climate sensitivity as the quotient

of the climate system time constant upon the effective heat capacity (Schwartz, 2007; Andrews and

Allen, 2008, Held, 2010), which is attractive as it does not require knowledge of forcing, remains

controversial (Foster, 2008; Knutti, 2008; Schwartz, 2008a; Kirk-Davidoff, 2009).

An important early effort to infer climate sensitivity from observations (Gregory et al. 2002)

concluded that uncertainty in forcing over the twentieth century, attributable mainly to uncertainty in

forcing by aerosols, admitted a wide range of climate sensitivity, with 90% confidence interval of

∆T2× ranging from 1.6 K to infinity. Another important prior study is the examination of what is

denoted here as the transient climate sensitivity from the slope of a regression of observed change

in global mean temperature over the latter part of the twentieth century against modeled forcing over

that period (Gregory and Forster, 2008). An important theoretical and climate-model–based

analysis is that of Gregory (2000), who emphasized the role of heat transfer from the rapidly

responding upper ocean compartment of the climate system to the deep ocean and thereby serving

as an effective sink of heat from the upper compartment in limiting the rate of increase of global

temperature, a point that has been elaborated on by Baker and Roe (2009) and Held et al., (2010).

An alternative approach (Forster and Gregory, 2006; Murphy et al., 2009) has reported climate

sensitivity inferred from observations over shorter periods of time, over which the change in forcing,

and hence the associated uncertainty, were arguably less, together with changes in GMST and

inferences of the energy imbalance from satellite measurements and/or changes in ocean heat

content.
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Here I examine relations among observed changes in global mean surface temperature, and ocean

heat content, ocean heating rate, together with several model-based estimates of forcing, all as a

function of time over the twentieth century to adduce the effective heat capacity of the upper ocean

pertinent to climate change over this period, the heat exchange coefficient between the upper ocean

and the deep ocean, transient and equilibrium climate sensitivities, and the time constants for

response of the climate system to perturbations. The effective heat capacity and heat exchange

coefficient so adduced are independent of assumptions about radiative forcing over this period, but

the sensitivities and the response time constants are strongly dependent on the radiative forcing

employed in the analysis.

2. Theory

The energy conservation equation for Earth's climate system is

dH
dt

N Q E≡ = − . (1)

Here H is the global heat content anomaly (relative to an arbitrary year or period); N dH dt≡ /  is

the net heat flux into planet; Q is the absorbed solar energy, and E is the emitted longwave flux.

Other sources or sinks of energy are negligible (Schwartz, 2008b; Pilewskie, 2011). In considering

the consequences of a forcing, i.e., a radiative flux perturbation imposed on the climate system, it is

useful to consider a situation in which a forcing is imposed on a system that is initially at radiative

steady state (commonly denoted “equilibrium”) in which the net flux is equal to zero: N0 0= .

Whether such a situation is ever achieved is perhaps a question of threshold and averaging time.

For example fluctuations in the solar constant on an eleven-year cycle would set a floor on the

steadiness of the initial state; similarly there are inevitably fluctuations arising from internal

variability such as ENSO and from occasional forcing by aerosols from eruptive volcanos. In this

steady-state situation the emitted longwave radiation, averaged over the planet and over a sufficiently

long time (greater than a year, to average over seasonal variation) is very closely equal to the

absorbed solar radiation: E Q0 0= . Upon application of a perturbation in radiative flux, or forcing,

F the net flux into the climate system is altered, a positive forcing corresponding to an increase in

heat content of the system (positive N).

N F Q E= + − (2)
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Upon application of this forcing, taken as positive, the system responds by an increase in GMST;

this increase in temperature induces a change in the absorbed and/or emitted power. To first order

in temperature change ∆T

N F Q E
Q E

T
T F T= + − + ∂ −

∂
= −0 0

( ) ∆ ∆λ (3)

where the partial derivative denotes the changes in Q and E due to the response of the climate

system to the change in temperature (but explicitly not including the change in net flux that is the

forcing itself). Here

λ ≡ − ∂ −
∂

( )Q E
T

(4)

is the equilibrium climate sensitivity coefficient, the sign of which is chosen to make λ a positive

quantity. For a positive forcing, initially the net flux into the planet N is increased by the magnitude

of the forcing; as the temperature increases in response to this forcing the value of N decreases as

the system approaches a new steady state (commonly denoted "equilibrium"), as illustrated

schematically in Figure 1 for a hypothetical step-function forcing. For this constant forcing, as the

new equilibrium is reached, N once again approaches zero, and ∆T  approaches λ−1F . The inverse

of λ, Seq ≡ −λ 1 is denoted the "equilibrium climate sensitivity", the amount by which GMST would

change in response to a sustained forcing, normalized to the value of the forcing. Commonly,

especially in the context of examining the consequences of alternative scenarios of future CO2

emissions, the equilibrium sensitivity is expressed as the amount by which the global mean surface

temperature would increase in response to a sustained doubling of atmospheric CO2, ∆T2× ; within

the linear range of the relation between increase in GMST and forcing, ∆T2×  is equal to F S2× eq,

where F2×  is the forcing corresponding to a doubling of CO2, which is about 3 - 4 W m-2. F2×  is

commonly (Myhre, 1998; IPCC, 2007) given as 3.71 W m-2, although that precision is hardly

justified by the accuracy with which F2×  is known for the actual climate system (Stevens and

Schwartz, 2011) or represented in current climate models (Webb et al., 2006, Forster and Taylor,

2006) because of issues involving radiation transfer, especially in cloudy atmospheres (Collins et

al., 2006), and short-term responses of clouds to changes in CO2 (Andrews et al., 2009). In this

paper the primary results for sensitivity are presented in systematic units, K (W m-2)-1, with values

of ∆T2× , evaluated with F2×  = 3.71 W m-2, presented for convenience.
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Figure 1. Schematic of forcing temperature anomaly ∆T, and net flux N versus time following onset of step-

function forcing. Initially following the onset of the forcing the net flux is equal to the forcing. At long time ∆T

approaches SeqF, the product of the equilibrium sensitivity times the forcing, and the rate of uptake of energy by

the climate system N returns to zero.

Equation 3 suggests a direct proportionality (constant ratio) between ∆T(t) and F(t) – N(t), where

the dependence of all quantities on secular time t, as would result from temporally variable forcing,

is explicitly noted,

F t N t T t( ) ( ) ( )− = λ∆ , (5)

or in terms of the sensitivity

∆T t S F t N t( ) ( ( ) ( ))= −eq , (6)

from which it is seen that a plot of ∆T t( ) vs. F t N t( ) ( )−  would be expected to be linear through

the origin with slope Seq, provided both F(t) and ∆T(t) are measured from the same initial steady-

state condition. This relation suggests that Seq can be determined as the slope of a graph of ∆T t( )

vs. F t N t( ) ( )− . To distinguish this method of determining Seq from a second method described

below I denote this approach the " F N−  method".

Numerous investigators have suggested the possibility that the time-dependent temperature change

∆T(t) is proportional to the forcing even under the circumstance that a new steady-state has not been
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reached. Such a situation might arise when the forcing is increasing at a constant rate. This situation

is closely approximated in the commonly conducted model experiments in which CO2 mixing ratio

is increased at a constant percentage rate (e.g., 1% yr-1, compounded), which leads to exponential

growth of CO2 mixing ratio, and in turn, because of the approximately logarithmic dependence of

forcing on CO2 mixing ratio, results in an approximately constant rate of increase of forcing. This

expectation has led to the concept of a transient climate sensitivity, S T t F ttr = ∆ ( ) / ( )  that exhibits

little time dependence, at least after short-lived transients have died out. A further objective of this

study is to examine the transient sensitivity based on current estimates of time-dependent forcing

and observed change in GMST over the twentieth century.

A second consideration is assessment of the hypothesis that the rate of heating of the planet is

proportional to ∆T; such an assumption seems plausible based on a simple two-compartment model

of the climate system as illustrated in Figure 2 (cf. also Gregory, 2000; Held et al., 2010). Here the

upper compartment. which consists of the atmosphere and the upper ocean, is strongly coupled to

the incoming solar irradiance and the outgoing thermal infrared radiation at the top of the

atmosphere. A positive forcing applied to this compartment induces a warming of this compartment

that induces a heat flow into the larger-heat-capacity deep ocean. The time required for the lower

compartment to respond to any forcing is much greater than that for the upper compartment. For

the heat capacity of the upper compartment estimated from the depth of the mixed layer (ca., 100 m)

and that for the lower compartment from the average depth of the world ocean (ca 3800 m) the ratio

of the heat capacities would be approximately 40. Hence it is reasonable to posit that during the

time the system is being externally forced and for some time thereafter the temperature change of

the lower compartment is much less than that of the low-heat-capacity, rapidly accommodating

upper compartment and hence that the rate of heat transport from the upper reservoir to the lower

reservoir is proportional to the increase in temperature of the upper compartment; cf. also Forster

and Taylor (2006); Boer et al., (2007); Gregory and Forster (2008),

N t T t( ) ( )= κ∆ . (7)

The heat exchange coefficient κ , like the equilibrium climate sensitivity, is an intrinsic property of

Earth's climate system.
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Figure 2. Two-compartment model for Earth's climate system, consisting of upper reservoir U with small heat

capacity and short time constant for reaching steady state following a perturbation, and lower reservoir L with large

heat capacity and long time constant for reaching steady state. Thick arrows denote initial shortwave (SW) and

longwave (LW) fluxes, and thin arrows denote perturbations: forcing F and resultant heat flows, a change in net top-

of-atmosphere irradiance given by the time-dependent forcing minus the time-dependent change in temperature TU

of the upper compartment U upon the equilibrium sensitivity Seq, and a heat flux from the upper compartment to

the lower compartment L given by the heat exchange coefficient κ times the difference in temperature changes

between the upper and lower compartments.

The two-compartment model (Gregory, 2000; Knutti et al., 2008, Schwartz, 2008a; Held et al.,

2010) exhibits two time constants (inverses of the eigenvalues) that characterize the rate of

relaxation of the system to a perturbation. Specializing to the situation in which the lower

compartment is much larger than the upper compartment, and has much greater heat capacity CL

than that of the upper compartment CU, yields (Held, 2010) for the two time constants (to first order

in CU/CL)

τ
κ λ

τ
λ κs

U
l L        =

+
= +





C
C

1 1
, (8)

where the subscripts s and l denote short and long time constants characterizing the response of the

upper ocean to radiative forcings and the ultimate approach to the new steady state involving change

in heat content of the entire deep ocean, respectively. Note that the short time constant pertinent to
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the upper ocean compartment is related to the heat capacity of this compartment by the sum of the

inverse equilibrium sensitivity λ and the heat exchange coefficient κ. Determination of the

equilibrium sensitivity Seq ≡ −λ 1 and the heat exchange coefficient κ together with knowledge of

the heat capacities of the compartments permits determination of the time constants, or vice versa.

The two-compartment model suggests that the heat capacities of the two components of the climate

system may be identified as follows. The heat capacity of the large compartment is that of the global

ocean, which may be evaluated as the volume of the global ocean times the volumetric heat capacity

seawater. For the fractional area of Earth covered by ocean as 0.71 and the average depth of the

world ocean taken as 3800 m, the average depth per area of the entire planet is 2700 m. For the

volumetric heat capacity of seawater taken as 4.0 × 106 J m-3 K-1, the areal heat capacity CL = 1.1 ×
1010 J m-2 K-1. For climate change considerations it is convenient to express this heat capacity in

the unit W yr m-2 K-1, yielding CL = 340 W yr m-2 K-1. The effective heat capacity of the upper

compartment of the climate system that is coupled to the change in global temperature may be

obtained (Schwartz, 2007) from the relation between the observed change in global heat content H

and the observed change in global temperature. As shown previously (Schwartz, 2007) and updated

below for the further available measurements, a linear relation is obtained between ocean heat

content anomaly and global temperature anomaly allowing evaluation of the effective ocean heat

capacity to be evaluated as the slope of a plot of the two quantities. This heat capacity is then

augmented to account for other heat sinks (heating of the atmosphere and upper solid earth; melting

of ice) to yield the heat capacity of the upper compartment CU. As determined below, this quantity

is more than an order of magnitude less than CL, consistent with the two compartment model

outlined above and with the expressions for the time constants given in Eq (8).

A proportionality between global heating rate and the increase in surface temperature would result

in a further proportionality, between the time-dependent increase in surface temperature ∆T(t) and

the time dependent forcing F(t): From (5) and (7)

F t T t( ) ( ) ( )= +κ λ ∆ (9)

Eq (9) suggests a so-called transient sensitivity analogous to the equilibrium sensitivity,

Str ≡ + −( )κ λ 1 that relates the time dependent increase in surface temperature to the time-

dependent forcing,
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∆T t S F t( ) ( )= tr , (10)

which implies that a graph of ∆T t( ) vs. F t( ) would likewise be expected to be linear through the

origin, in this case with slope Str . This transient climate sensitivity is the same quantity as that

determined from observed temperature change and modeled forcing by Gregory and Forster

(2008), except that their quantity is referred to the forcing of doubled CO2 and is thus greater by a

factor of 3.7. Identification of Str  with ( )κ λ+ −1 together with Eq 8a yields the equation,

S Ctr s U= τ /  relating the transient climate sensitivity, the effective heat capacity of the climate

system, and the time constant for response of the climate system to forcings employed by Schwartz

(2007) to infer this sensitivity from the heat capacity and the time constant inferred from

autocorrelation of fluctuations in GMST.

The approach of the present study is to examine the several proportionalities: ∆H(t) vs. ∆T(t), slope,

CU; N(t) vs. ∆T(t), slope κ; ∆T(t) vs. F(t), slope Str; ∆T(t) vs. F t N t( ) ( )− , slope Seq, using

observations of temperature change and heating rate over the twentieth century and estimates of the

forcing over this period. Note that (except for the relation between ∆H and ∆T) each of these several

relations is a proportionality; that is, a linear relation with zero intercept. The order of the relation

indicates the dependent and independent variables, respectively, under the expectation that the

temperature change depends on the forcing but that the heat content and heating rate depend on the

temperature change. The relation between Seq and Str,

S
S

eq
tr
-1=

−
1

κ
, (11)

leads to a second method of estimating of Seq based on the heat exchange coefficient κ rather than

the individual measurements of heating rate N(t); I denote this method the "κ method".

A further important quantity that can be determined by this analysis is the fraction of the

equilibrium increase in global temperature that would result from the imposed forcing up to a given

time that has been realized by the increase in global temperature at that time, fobs, which given by the

ratio of the transient and equilibrium sensitivities:

f
T
T

S

S
Sobs

obs

eq

eq

tr
tr≡ = = −∆

∆
1 κ (12)
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This quantity depends on the transient sensitivity, which in turn depends on the forcing, but for the

situation that ∆T is proportional to the forcing is independent of the time elapsed subsequent to the

onset of the forcing.

The estimates of climate sensitivities and other quantities obtained in this way are not wholly

observationally based but are hybrids between observationally and model-based estimates of these

quantities, as the time-dependent forcing is not directly observed but is based on radiative transfer

calculations for measured or modeled changes in atmospheric composition. Carrying out

examination of these quantities for a suite of forcing estimates allows examination of consistency of

the model and the estimates of forcing, by a linear proportionality of temperature change and

forcing, and of the dependence of the inferred climate sensitivities on the forcing.

This entire analysis is rooted in the forcing-response model of climate change; that is, that the

change in global mean temperature is a consequence only of forcing under the assumption that

forcings are fungible; that is, that GMST response is independent of the nature and geographical

distribution of the forcing. This assumption sees considerable justification based on climate model

calculations, albeit with some variation in efficacy of different forcings (e.g. Hansen et al., 1997;

Joshi et al., 2003; Kloster et al., 2010).

3. Results and interpretation

3.1 Global heating rate and surface temperature

The major accessible reservoir for storing planetary heat energy is the world ocean on account of

the high specific heat of water and the relatively rapid rate of heat exchange within the ocean by

virtue of turbulent mixing and circulations on a variety of scales. The basis for determination of the

global heating rate rests on the data base of historical measurements of ocean temperature as a

function of location, depth, and time. These temperature measurements are converted into heat

content anomaly as a function of time (relative to a specified base period) via the heat capacity of

ocean water and integration over the volume of the world ocean. The measurement data base

extends back to about 1950, but the early measurements are sparse, and there remain questions

about the accuracy of the primary measurements and the coherence of measurements by different

types of sounding instruments and platforms, which have changed over time. The measurements

have been analyzed by several groups, with broad agreement but significant differences based on
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differences of approach and assumptions about measurement techniques; for reviews see Palmer et

al (2010) and Lyman (2011). A composite of the data compilations for anomaly of heat content of

the world ocean from the surface to 700 m is shown in Figure 3; most of the increase in ocean heat

content is due to warming within the top 700 m, and most of that within the top 300 m (Levitus et

al., 2005). Also shown in the figure is the average of the data obtained by the several groups; in

order not to bias the average at times where different data sets contributed to the average, all

anomalies were computed relative to the years 1993-2002, for which period all data sets are

represented.
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Figure 3. Recent evaluations of ocean heat content anomaly (0-700 m), relative to 1993-2002. Also shown are the

average of the several estimates and a LOWESS smoothed curve based on the average. Slopes of lines show heating

rate referred to Earth surface area. Data from http://www.ncdc.noaa.gov/bams-state-of-the-climate/2009-time-

series/ohc (retrieved November 5, 2010) which gives the citations to the publications; data have been updated from

the indicated publications by Palmer et al (2010).

Determining the heating rate of the global ocean requires taking a derivative of the heat content; this

is complicated by the temporal variability of the data. This variability may be noise associated with

the measurements and/or may be a manifestation of actual variability of ocean heat content, a

consequence perhaps of internal climate variability such as ENSO or of change in heating rate due

to variability in forcing, such as by volcanic aerosol forcing. In order to smooth the data to permit

taking the time derivative the LOWESS algorithm (locally weighted scatterplot smoothing;

Cleveland and Devlin, 1988) was used to construct a smooth curve that retained the slow temporal

variability of the data (magenta curve in Figure 3); the heating rate of the upper ocean was obtained

as the derivative of this quantity. A sense of the magnitude of the slope is provided by auxiliary

lines drawn on the figure whose slopes correspond to the heating rates indicated, in units of watts

per square meter, expressed relative to the total Earth surface area (5.1 × 1014 m2), not just the area
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of the world ocean. There is indication that since 1970 the slope has been increasing from perhaps

0.3 W m-2 to perhaps 0.6 W m-2.

Obtaining the total global heating rate requires estimating other heat sinks in addition to that of the

upper ocean. The additional heating from 700 m to 3 km was estimated (Levitus et al., 2005) to be

about 30% of that from the surface to 700 m. Other contributions to incremental global heat

content, mainly heating of the atmosphere and the land surface and melting of ice, are estimated by

Levitus et al. to contribute in the aggregate about 19% additional heating to that of the oceans. The

total global heating rate was thus obtained from that of the upper ocean by accounting for heating of

the deep ocean (a factor of 1.3) and other heat sinks, a further factor of 1.19. The rate of global

heating so obtained is shown as a function of time in Figure 4. Prior to about 1970 the heating rate

exhibited fairly large fluctuations and indication even of negative values (net cooling of the planet);

these fluctuations may be due to sampling or measurement issues or may reflect actual changes in

global heat content. Subsequent to about 1970 the rate of change of global heat content has been

consistently positive, albeit not monotonically increasing until after about 1992. Although this

variable pattern may again be a consequence of sampling or measurement issues, that possibility

seems increasingly unlikely in the later time frame on account of the increase in number and quality

of the data and the general tightness of the several compilations of the ocean heat content data. In

further support of this argument is the general agreement of the increase in heating rate N with the

increase in GMST over the entire time period from about 1960 to the present shown in the time

series in Figure 4.
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Figure 4. Global mean surface temperature anomaly relative to 1896-1901 ∆T1900 (left axis), evaluated from the

Goddard Institute for Space Studies (GISS) Combined Land-Surface Air and Sea-Surface Water Temperature

Anomalies (Land-Ocean Temperature Index, LOTI) http://data.giss.nasa.gov/gistemp/tabledata/GLB.Ts+dSST.txt,

(Hansen et al., 2010) and global heating rate N (right axis) evaluated as derivative of smoothed average ocean heat

content anomaly shown in Figure 3, augmented to account for deep ocean heating and other heat sinks as described

in text, and expressed per area of the planet. Ordinate axes are scaled by the slope of regression forced through the

origin (Figure 5).

The relation between global heating rate and global mean surface temperature anomaly (Eq. 7) is

examined further in Figure 5, in which the heating rate is plotted against global temperature

anomaly relative to 1900, ∆T1900. For the fit restricted to the data from 1965 to the present the

regression line has an intercept quite close to zero, -0.02 ± 0.05 W m-2 (1 sigma, calculated under

assumption of zero autocorrelation), and the regression fit constrained to pass through the origin

accounts for virtually the same fraction of the variance (68%) as the two parameter fit; that is, the

heating rate is proportional to the increase in surface temperature relative to 1896-1901. This

finding is relatively insensitive to the start date of the correlation, with intercept ranging from -0.06

± 0.05 W m-2 (start date 1960) to +0.10 ± 0.04 W m-2 (start date 1970), so the finding of linear

proportionality (zero intercept) would appear to be robust. The corresponding values for the slope

of the regression forced through the origin are 1.02 ± 0.06, 1.05 ± 0.06, and 1.07 ± 0.05 W m-2

K-1 for start date 1960, 1965, and 1970, respectively. The rather tight correlation between global

heating rate (as inferred from heating rate of the upper ocean) and the increase in global temperature

relative to the beginning of the twentieth century supports the hypothesis that this heating rate is

proportional to global mean surface temperature anomaly, Eq (7), with heat exchange coefficient κ
= 1.05 ± 0.06 W m-2 K-1. The proportionality of heating rate and global temperature,

independently determined, is consistent with the two-compartment model with a much greater heat
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capacity in the lower compartment, as described above and supports the utility of using the time-

dependent heating rate and/or the regression slope in examination of the relation between global

temperature change and various estimates of forcing over the twentieth century.
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Figure 5. Global heating rate (evaluated as derivative of smoothed average ocean heat content anomaly shown in

Figure 3, augmented to account for deep ocean heating and other heat sinks as described in text. and expressed per

area of planet) vs. global mean surface temperature anomaly relative to 1896-1901 ∆T1900. Fits to data in the form

dH/dt = a + b∆T are evaluated for data from 1965 through 2009, with and without constraining regression line to

pass through origin; uncertainties in regression coefficients are standard error, calculated under assumption of no

autocorrelation. Also indicated as R2 is fraction of variance in the original data accounted for by the regression.

Colors on data points denote date from 1965 (green) to 2009 (red).

3.2 Heat capacity of the upper compartment

The effective areal heat capacity of the portion of the climate system that is actively coupled to the

change in global temperature CU is evaluated from the dependence of the change in ocean heat

content on the change in global temperature. As seen in Figure 6, a linear relation is exhibited

between the areal heat content anomaly of the upper ocean (to 700 m) and the surface temperature

anomaly; the fit was restricted to the data subsequent to 1965, consistent with the analysis for

heating rate, but the slope for the entire data set (subsequent to 1945) differed negligibly. The slope

of this plot, 14.1 ± 1.0 W yr m-2 K-1, represents an effective areal heat capacity of the upper ocean.

This effective heat capacity is well less the actual areal heat capacity of seawater to this depth,

evaluated as the fractional area of the world ocean 0.71, times the volumetric heat capacity of

seawater, 4.0 × 106 J m-3 K-1, times the depth, 700 m, and expressed in the same units, 63 W yr m-2

K-1, indicative of the fact that seawater to this depth is not in thermal equilibrium with the increasing
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global temperature but is substantially lagging the increase in temperature. Accounting for heating

of the ocean deeper than 700 m adds another 30% to this effective heat capacity, yielding 18.3 W yr

m-2 K-1. An alternative way of looking at this result is that this heat capacity corresponds to a

hypothetical depth of seawater in thermal equilibrium with the surface temperature, 170 m (for the

entire planet) or 240 m for ocean fractional area of 0.71. Finally, accounting for heat sinks in the

climate system (air, solid earth, melting of ice) adds a further 19% to the effective heat capacity,

yielding 21.8 ± 2.1 W yr m-2 K-1, where the uncertainty is a 1-sigma estimate that takes into

account the uncertainty in the slope together with estimated uncertainties (25%) in the two

augmentations.
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Figure 6. Heat content anomaly of the world ocean (from surface to 700 m, expressed per area of the planet) vs.

global mean surface temperature anomaly relative to 1896-1901 ∆T1900. Fit to data in the form dH/dt = a + b∆T is

evaluated for data from 1965 through 2009; uncertainty in regression slope is standard error, neglecting

autocorrelation. Also indicated as R2 is fraction of variance in the original data accounted for by the regression.

Colors on data points denote date from 1945 (light blue) to 2009 (red).

3.3 Forcing

The observationally based determination of climate sensitivity rests on knowledge of climate forcing

over the instrumental record. Knowledge of this time-dependent forcing is required also in climate

model calculations over the twentieth century. Two approaches have been taken in climate modeling

studies to determine the forcing. The forcing may be specified as an input to the model based on

measured or modeled changes in atmospheric composition and other radiation influencing
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quantities. Alternatively the atmospheric substances influencing radiation in the model are

themselves modeled within the climate model and the resulting changes in radiation are calculated

within the climate model. The latter approach is increasingly being taken by various modeling

groups (Lohmann et al, 2010). As a consequence it seems to be difficult to extract the forcing from

climate model runs of the twentieth century. An examination of the literature revealed only a limited

number of forcing data sets that were suitable for the present study. In addition to anthropogenic

gases and aerosols, whose forcings are to be calculated, modeling the twentieth century requires

representation of natural forcings by changes in solar irradiance and, importantly, forcing by

stratospheric aerosols that result from eruptive volcanoes. Volcanic eruptions in the twentieth

century have resulted in several instances of short-duration forcing, the magnitudes of which are

substantial in the context of anthropogenic forcing, and which are manifested in the record of

GMST. The several explicitly calculated time series of forcing over the twentieth century available

from the literature are summarized in Table 1. In addition to the data sets examined here Forster and

Taylor (2006) have presented forcing data sets inferred from the increase in GMST in AR4 model

runs over the twentieth century together with the transient sensitivity of these models determined

from model runs with 1% per year increment CO2, for which the forcing is known. The approach

appears to yield a fairly accurate estimate of the time-dependent forcing as shown by comparison

with forcing data sets employed in the GISS (Goddard Institute for Space Studies; Hansen et al.,

2005) and MIROC (Model for Interdisciplinary Research On Climate; Takemura, 2006) model

studies for which forcings were explicitly calculated. This method was subsequently applied to

determine the forcing time series over the twentieth century in the Hadley Centre model (Jones et

al., 2010). In view of the indirect means of inferring the forcing these forcing data sets were not

examined in the present study, although it might provide further insight to extend this approach to

forcing time series so obtained.
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Table 1. Forcing data sets examined in this study.

Data Set Reference and data source Forcing,
1900-1990,
W m-2

GISS, Goddard Institute
for Space Studies

Hansen et al., 2005, Figure 1a;
http://data.giss.nasa.gov/modelforce/RadF.txt

1.6

RCP - Representative
Concentration Pathways

Meinshausen et al., 2010; http://www.pik-
potsdam.de/~mmalte/rcps/data/20THCENTURY_
MIDYEAR_RADFORCING.xls

1.6

GFDL, Geophysical Fluid
Dynamics Laboratory

Held et al., 2010 Figure 2; numerical file provided
by I. Held, 2011.

1.9

MIROC, Model for
Interdisciplinary Research
On Climate

Takemura et al., 2006, Figure 2a; numerical file
provided by T. Takemura, 2011.

1.1

PCM, Parallel Climate
Model, National Center for
Atmospheric Research

Meehl et al., 2003, Figure 1; numerical file provided
by G. Strand, 2011.

2.1

Myhre Myhre et al., 2001, Figure 1;
http://folk.uio.no/gunnarmy/data/rf_time/rf_time.dat

1.0

The forcing data set employed in climate model studies by the investigators at the Goddard Institute

for Space Studies (GISS; Hansen et al., 2005), Figure 7, is illustrative of current forcing data sets.

Shown in the figure are forcings attributable to the several changes in atmospheric composition and

surface properties over the twentieth century. Attention is called first to the forcing by the well

mixed greenhouse gases (GHGs), a positive (warming) forcing which exhibits a relatively smooth

increase over the time period. Similarly the negative (cooling) forcing of reflective aerosols and the

aerosol indirect effect both exhibit relatively smooth increases in magnitude with similar time

history to the GHG forcing. Negative forcing by volcanic stratospheric aerosols in contrast is

highly irregular, exhibiting large values immediately following volcanic eruptions, but decaying to

near zero over the course of a few years. Other forcings are relatively small, even in the aggregate.

Solar forcing exhibits a cyclical behavior with a roughly 11-year period, indicative of the change in

the solar constant associated with the sunspot cycle. Forcings by black carbon from incomplete

combustion may be thought of as offsetting part of the negative aerosol cooling forcing. There are

minor contributions from the increase in tropospheric and stratospheric ozone, and the increase in

stratospheric water vapor resulting from the increase in tropospheric methane, some of which makes

its way into the stratosphere and is oxidized there. Changes in surface albedo from black carbon on

snow and from land use changes also make minor contributions. The total forcing, evaluated as the
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sum of the several components, exhibits a general positive trend over the period but is punctuated

by the large, short-duration negative forcings by volcanic stratospheric aerosols, such that the total

forcing can, even in the latter part of the twentieth century, exhibit brief excursions into negative

values (relative to 1880) before returning to the gradual positive forcing.
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Figure 7. Global mean forcings (relative to 1880) as employed in the Goddard Institute for Space Studies (GISS)

climate model (Hansen et al., 2005; http://data.giss.nasa.gov/modelforce/RadF.txt). WMGHGs, well mixed

greenhouse gases. "All" denotes the total forcing, the sum of the individual forcings, and "All(3)" denotes that

forcing convolved with the function exp(-t/3)/3.

In order to relate forcing to temperature change it is necessary to take into account the damping

effect of global surface temperature on the rapid impulses in forcing associated with volcanic

eruptions. The approach I have taken is to impose a damping on the forcing by convolving the total

forcing from the several data sets with a decaying exponential function having a 3-year time

constant, exp(-t/3)/3, where t is time in years. As expected this damped forcing, also shown in

Figure 7, exhibits reduced magnitude but extended duration of the stratospheric volcanic aerosol

forcing. To assess the suitability of this approach I compared the time series of the damped forcing

with that of observed global mean surface temperature anomaly, Figure 8. It is seen that the two

time series exhibit qualitatively similar behavior in the response to the impulses due to volcanic

aerosols, suggesting that the 3-year exponential function is doing a reasonable job of accounting for

the time lag of global temperature to the volcanic forcing, especially during the latter half of the

twentieth century during which the volcanic aerosol forcings are perhaps better characterized. The

3-year time constant is similar to that found in analysis of GCM data by Held et al (2010), 4 ± 1

years but is somewhat shorter than that determined from analysis of autocorrelation of global mean

temperature data, 6-11 years (Scafetta, 2008; Schwartz, 2008a). A fairly short damping time
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constant is desired so as to minimize any artificial lag of the more slowly varying forcings arising

from the gradual increases in greenhouse gases and aerosols.
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Figure 8. Total forcings from the several forcing data series examined in this study, convolved with the function

exp(-t/3)/3. Also shown for comparison is the time series of global mean surface temperature anomaly as tabulated

by the Goddard Institute for Space Studies (GISS; Combined Land-Surface Air and Sea-Surface Water Temperature

Anomalies, LOTI; http://data.giss.nasa.gov/gistemp/tabledata/GLB.Ts+dSST.txt)

Also shown in Figure 8 are the time series for the several other forcing data sets examined in this

study, similarly convolved with the 3-year exponential decay function. With the exception of the

PCM data series, which did not include volcanic aerosol forcing, all the data series exhibit

qualitatively similar behavior over the time period, and all exhibit an increase in forcing over the

twentieth century, reflecting the dominant contribution of forcing by GHGs. However closer

comparison of the several data sets, Figure 9, shows considerable differences among them.

Examination of the scatter plots shows strong correlation of the GISS, RCP, GFDL, and MIROC

forcings but with offsets from the diagonal, which would indicate perfect agreement. Not

surprisingly the PCM forcing data set exhibits poorer correlation because of volcanic aerosol

forcing not being included in that data set; this is manifested by downward departure of the other

data sets from the PCM data set in "streamers" associated with periods of volcanic aerosol forcing.

The data set of Myhre et al. (2001) exhibits rather poor correlation with the other forcing data sets.
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Figure 9. Scatterplot matrix of the several forcings (relative to 1896-1901) employed in this study and also global

mean surface temperature anomaly (also relative to 1896-1901). The column and row headings of the several data

sets are given along the trace of the matrix, and each graph represents a scatter plot of the quantity identified by the

row heading on the y axis versus the quantity identified by the column heading on the x axis. All of the forcings are

shown on the same scale; perfect agreement between two different forcing data sets would be manifested by all data

lying along the diagonal. Similarly a linear dependence of temperature anomaly on forcing would be manifested by

a linear array of the data points. The right hand column gives the time series of each of the forcings and temperature

anomaly. The color coding reflects the date (violet, 1896 to red, 2009).
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3.4 Correlation of temperature anomaly and forcing

As the intent of this study is to examine the relation of the change in GMST to radiative forcing

over the twentieth century, for which the forcing and temperature data are available, it was

considered essential that the forcing and temperature anomaly time series be defined relative to

values of these quantities in a common time period at the beginning of the century. It was

considered desirable as well that this time period be one of relative constancy in both quantities.

Examination of the data indicated that the time period 1896-1901 inclusive met these criteria;

recovery from the large negative excursion due to the eruption of Krakatoa in 1883 is largely

complete by this time. As there is a negative excursion in both forcing and temperature from further

volcanic activity commencing in 1902, that year is excluded from the base period. Examination of

Figure 8 shows that the variation in the several data sets over the base period 1896-1901 is quite

small relative to variation over the data set as a whole, lending support to the choice of the average

over this time period as the reference value for both forcing and temperature change over the

twentieth century.

Attention is called also to the large range of forcing over the full span of the time series. To some

extent this is a consequence of the differing end dates of the time series; it might be argued that the

time series of Myhre et al., which terminates in 1995, is not fully recovered from the Pinatubo event.

However even so, in 1990, prior to the Pinatubo eruption, the forcing in the six data sets, Table 1,

exhibits a span of a factor of 2 and a relative range (range divided by median) of 69%. This range is

characteristic of, but well less than, the uncertainty in total forcing over the twentieth century, as

given in the IPCC Fourth Assessment Report (2007), best estimate 1.6 W m-2; 90% confidence

range (0.6 - 2.4 W m-2), or relative range 113%. A range in forcing will inevitably lead to a

corresponding range in any assessment of climate sensitivity that is obtained using the several

values of forcing together with the time series of observed surface temperature. A key objective of

this study is to assess the range in transient and equilibrium sensitivities that results from the range

of forcing estimates.

The relation between surface temperature anomaly and forcing was examined by means of graphs

of surface temperature anomaly relative to the 1896-1901 base period versus forcing relative to the

same period, Figure 10; these graphs are the same as in the bottom row of Figure 9. Note that the y-

data of all graphs are the same, the observed temperature change, but it is the x-data, the forcings
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adduced by the several modeling groups that differ among the figures. As the hypothesis under

examination is that surface temperature has increased in response to the applied forcing, the forcing

is taken as the independent (known) variable in the regressions, and the regression coefficients are

obtained by minimization of the squares of the residuals of temperature about the regression line. In

this analysis the regressions are restricted to the forcing and temperature data for 1965 and beyond,

consistent with the start date of the regression for heating rate, but both the forcing and temperature

anomaly data are referenced to the common base period, 1896-1901, which, as indicated above,

would seem to be a period of little departure of either from the preindustrial situation. However the

entire data sets for forcing and temperature from 1896 to the end of the several forcing data sets are

shown, and it would seem from inspection of the graphs that for most of the forcing data sets the

entire time series is well represented by a linearly proportional relation. In the regressions a rather

robust linear proportionality is exhibited for most of the forcing data sets between surface

temperature and forcing, albeit with different slopes. The fraction of the variance in the temperature

data accounted for by the regression forced through the origin is over 50% for four of the six

forcing data sets. For most of the data sets the intercept is near zero, and constraining the regression

line to pass through the origin results in little decrease in the fraction of the variance in the data

accounted for by the regression, denoted R2 in the figures and in Table 2. (For the 2-parameter fits

R2 is equal to the square of the Pearson product-moment regression coefficient, as usual; for the 1-

parameter fits the quantity denoted R2 is explicitly evaluated from the residuals; the value of R2 for

the 2-parameter fit necessarily exceeds that for the 1-parameter fit.) A high correlation with zero

intercept, that is, temperature anomaly proportional to forcing, is consistent with a planetary heating

rate N that is likewise proportional to the temperature increase (Eqs. 9, 10). The sole exception

among the forcing data sets examined to the linear proportionality between surface temperature and

forcing is for the forcing data set of Myhre et al. (2001), which exhibits poor correlation and for

which constraining the regression line to pass through the origin results in a variance about the

regression line that actually exceeds the variance in the temperature data themselves. Thus the

Myhre forcing data set would seem entirely inconsistent with a linear proportionality between

observed temperature change and forcing.
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Figure 10. Surface temperature anomaly (relative to 1896-1901) versus total forcings from the several forcing data

series examined in this study, as convolved with the function exp(-t/3)/3. Fits to data in the form ∆T = a + bF

from 1965 (indicated) to the ends of the several forcing data series are ordinary linear least squares, blue, and least

squares but with a held equal to 0, red. Also indicated as R2 is fraction of variance in the original data accounted for

by the regression; negative value indicates that variance in the residuals about the regression exceeds that in the

temperature data themselves. The color coding reflects the date (violet, 1896 to red, 2009).
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Table 2. Equilibrium climate sensitivity Seq and transient sensitivity Seq and other quantities

determined for the several forcing data sets examined in this study. Str was evaluated as

coefficient of proportionality between temperature anomaly and forcing. Seq was determined by

two methods: directly as coefficient of proportionality between temperature anomaly and forcing

minus planetary heating rate (F �– N method), and via Str, accounting for the planetary heating

rate, as S Seq tr
-1= − −( )κ 1  (Eq 10) where κ is the coefficient of proportionality between heating

rate and temperature anomaly (κ method). R2 denotes fraction of variance in temperature

anomaly data set accounted for by the linear regression with zero intercept. Uncertainties denote

1-sigma estimates inferred from least-squares fits (neglecting autocorrelation), suitably

propagated for derived quantities. Relative range denotes range divided by median.

Forcing Data Set

Method Quantity Unit GISS RCP GFDL MIROC PCM Myhre Relative
range

F(1900-
1990)

W m-2 1.6 1.6 1.9 1.1 2.1 1.0 0.69

F – N Seq K (W m-2)-1 0.41 0.42 0.29  -- 0.23  -- 0.54

σ(Seq) K (W m-2)-1 0.02 0.02 0.02 0.07 0.01

R2 0.66 0.68 0.38 -0.15 0.63 -0.22

∆T2× K 1.52 1.55 1.07  -- 0.85 0.54

σ(∆T2×) K 0.07 0.07 0.07 0.26 0.04

κκκκ Str K (W m-2)-1 0.29 0.30 0.23 0.42 0.19  -- 0.79

σ(Str) K (W m-2)-1 0.01 0.01 0.01 0.03 0.01

R2 0.71 0.77 0.54 0.33 0.64 -0.36

Seq K (W m-2)-1 0.42 0.44 0.30 0.75 0.24 1.23

σ(Seq) K (W m-2)-1 0.02 0.02 0.02 0.10 0.02

∆T2× K 1.54 1.62 1.12 2.78 0.88

σ(∆T2×) K 0.09 0.09 0.07 0.38 0.06

τs yr 6.3 6.5 5.0 9.2 4.1 0.79

σ(τs yr 0.6 0.7 0.5 1.1 0.5

τl yr 466 473 427 579 405 0.38

σ(τl) yr 17 16 18 33 18

fobs 0.70 0.69 0.76 0.56 0.80 0.35

∆Tcomm K 1.01 1.02 0.92 1.25 0.87 0.38
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3.5 Determination of equilibrium climate sensitivity by the κκκκ method.

As described above, if the energy imbalance of the planet (net energy flow into the planet) is linearly

proportional to the change in temperature, the transient sensitivity (slope of a graph of temperature

change vs. forcing, as in Figure 10) would be related (Eq 9) to the geophysical quantities κ and λ as

Str ≡ + −( )κ λ 1. Thus, within this model, for κ independently determined from observations of the

change in GMST and rate of change of global heat content (Figure 5) it is possible to determine the

equilibrium sensitivity as S Seq tr
-1= − −( )κ 1. These relations are used to evaluate Seq from the

transient sensitivities determined for the several forcing data sets; the results are given in Table 2 as

are the corresponding values of the CO2 doubling temperature evaluated as ∆T F S2 2× ×= eq, where

F2×  is the forcing for doubled CO2, for which the value employed here is 3.71 W m-2. As is the

case with the values of the transient sensitivity, the differences in the values of the equilibrium

sensitivity determined for the several forcing data sets are due entirely to differences in the forcing

data sets. The relative range of the values of the equilibrium climate sensitivity, 123%, is

substantially greater than that in the forcings themselves or in the transient sensitivities because of

the subtraction involved in the calculation of Seq.

3.6 Determination of equilibrium climate sensitivity from correlation of temperature

change with F �– N

According to Eq (6) surface temperature anomaly as a function of time would be expected to exhibit

a linear proportionality to forcing F minus planetary heating rate N, also both functions of time, with

slope equal to the equilibrium sensitivity Seq. This relation was examined by means of graphs of

surface temperature anomaly relative to the 1896-1901 base period versus forcing relative to the

same period minus heating rate N for the several forcing data sets, Figure 11. In these graphs the

time period represented by the data is limited to the period subsequent to 1949, for which heating

rate data are available. As the accuracy and representativeness of the ocean heat content data prior to

1965 are questionable, fits to obtain linear regressions were carried out only for the data from 1965

through the ends of the several forcing data sets. As in the plots of temperature change versus

forcing, the y-data of all graphs are the same, the observed temperature change, but it is the x-data,

the forcings calculated by the several modeling groups minus the planetary heating rate derived

from the increase in ocean heat content (which is the same for all the graphs) that differ among the

figures; differences in the slopes among the several graphs are thus entirely a consequence of the
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differences in the forcing data sets. As the hypothesis is that surface temperature increases in

response to the forcing minus the planetary heating rate, the latter is taken as the independent

(known) variable in the regressions and the regression coefficients are obtained by minimization of

the squares of the residuals of temperature about the regression line.
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Figure 11. Surface temperature anomaly (relative to 1896-1901) versus F - N, where F is total forcings from the

several forcing data series examined in this study, as convolved with the function exp(-t/3)/3, and N is planetary

heating rate shown in Fig. 4. Data are shown for the entire time period for which ocean heat content data are

available, extending to 1949, but regression fits to data in the form ∆T = a + b(F �– N) are limited to the time

period from 1965 (indicated) to the ends of the individual forcing data series. Fits are ordinary linear least squares,

blue, and least squares but with the intercept a held equal to 0 K, red. Also indicated as R2 is fraction of variance in

the original data accounted for by the regression; negative value indicates that variance in the residuals about the

regression exceeds the variance in the temperature data themselves. The color coding reflecting the date (light blue,

1949, to red, 2009), is consistent with the color coding of Figure 9).
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Examination of the regression fits presented in Figure 11 between ∆T and F – N (see also Table 2)

shows fairly robust correlations, R2 > 0.6, for three (GISS, RCP, and PCM) of the six forcing data

sets, with intercepts, corresponding to zero forcing, close to 0 K, and with little decrease in the

fraction of the variance accounted for by the regression for the regression line constrained through

the origin; such a relation is indicative of a linearly proportional dependence of ∆T on F – N that

would be expected for the energy balance model. For the GFDL forcing data a similar linear

proportionality is indicated but with considerably reduced R2. In all cases the R2 values are less than

that exhibited in the regression of heating rate on surface temperature anomaly, 0.679 (Figure 5),

which would seem to indicate that the forcing data introduce additional variance into the relation.

For the MIROC and Myhre forcing data sets only a rather small fraction of the variance is

accounted for by the regression, and constraining the regression line to pass through the origin at F

= 0 not only results in a worsening of the fit relative to the 2-parameter fit (as required

mathematically) but actually results in the variance about the regression line exceeding the variance

characterizing the temperature anomaly data about their mean value; this situation is revealed by a

negative value of R2, evaluated as the fraction of the variance in the data accounted for by the

regression. The departure from linear proportionality between ∆T and F – N for the Myhre et al.

and MIROC forcings should not necessarily be taken as implying that the forcing data do not

provide an accurate picture of actual forcing of Earth's radiation balance over this time period, but it

would certainly seem that these forcing data, together with the observations of increase in

temperature and planetary heating rate, are inconsistent with an energy balance model for which the

change in net emitted irradiance at the top of the atmosphere is proportional to the increase in

surface temperature.

The values of equilibrium sensitivity determined by the F – N method would appear to exhibit a

much smaller relative range than those determined by the κ method. However, the difference is due

entirely to inclusion of the sensitivity determined with the MIROC forcing data in the set of values

of Seq obtained by the κ method, whereas this data set is excluded from the values of Seq obtained

by the F – N method because of failure to exhibit a linear regression. If that value of Seq is removed

from the set of values obtained by the κ method, the relative range is virtually identical, and indeed

the values of Seq by the two methods agree within their one-sigma uncertainties. The identity of the

results obtained by the two different methods lends support to the to the two methods and values

obtained.
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3.7 Other climate system properties

Determination of the heat capacities of the two compartments of the climate system, the heat

exchange coefficient κ, and the transient sensitivity Str permits determination of the response time

constants of the two compartments, Eq 8. In terms of the observationally determined quantities:

τ τ
κ κs U tr l

L

tr
;        = =

−
C S

C

S( )2 , 

where for CL I take the heat capacity of the world ocean given above, 340 W yr m-2 K-1. The time

constants differ for the different forcing data sets because of the dependence of Str on forcing. For

each forcing data set the short and long time constants differ by almost two orders of magnitude,

showing the sharp demarcation between the two quantities.

A final key property of interest is the fraction of the equilibrium increase in GMST that would

result from a given forcing that is manifested by the increase in GMST at a given time of

observation, fobs, Eq (12). Values of fobs given in Table 2 for the several forcing data sets range

from 0.56 to 0.80.

4. Discussion

4.1 Heat capacity of the upper compartment of the climate system

The graph of ocean heat content anomaly versus temperature anomaly gives rise, as a slope, to the

effective heat capacity of the ocean that is coupled to the climate system, from which the total

effective heat capacity of the climate system was obtained by taking into account other sinks of heat

in the climate system. The resulting effective heat capacity 21.8 ± 2.1 W yr m-2 K-1 is somewhat

greater, and is determined with considerably less uncertainty, than the value given by a similar

approach by Schwartz (2007), 14 ± 6 W yr m-2 K-1, a consequence mainly of improved estimates

of ocean heat content anomaly subsequent to the study of Levitus et al. (2005) on which the earlier

determination was based. However this uncertainty reflects only scatter about the regression line

and does not encompass systematic uncertainty that would result from inadequate sampling and

methodological artifacts in the heat content measurements. As determination of this effective heat

capacity does not rely on modeled forcings, it is not subject to uncertainties in the forcings and

therefore is entirely observationally determined. In an analysis of ocean uptake in climate model

runs with the Hadley Centre coupled atmosphere-ocean general circulation model (AOGCM) in
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which the CO2 mixing ratio was increased by 1% yr-1, compounded, Gregory (2000) found an

increase in ocean heat content of 7.5 × 1023 J for a temperature increase of 1.8 K, from which a

heat capacity of 25.9 W yr m-2 K-1 may be inferred. Based on climate model studies in which

model parameters were allowed to vary, Frame et al. (2005) presented values (0.1 – 2.05) GJ m-2 K-

1 (5–95% confidence), equivalent to (3.2 – 65) W yr m-2 K-1, a range that encompasses the value

obtained here but provides little constraint or insight. Andrews and Allen (2008) present an analysis

of this quantity as inferred from studies with coupled AOGCMs yielding a probability distribution

function (PDF) for this quantity that peaks at about 0.7 GJ m-2 K-1 (principal contribution to the

PDF between 0.4 and 1.4 G J m-2 K-1; 22 22
9

+
−  W yr m-2 K-1), broadly consistent with the

observationally determined heat capacity found here.

Although the analysis of the ocean heat content observations presented here provides a fairly tight

constraint on the effective heat capacity, interpretation of the physical meaning of this quantity

remains problematic. As the determination is based on the increase in heat content of the entire

ocean (and other tightly coupled components of the climate system), the resulting heat capacity is

not the heat capacity only of the upper compartment of the ocean. Still, it is certainly not the heat

capacity of the deep ocean, which is an order of magnitude greater. Insight into the multiple

response times of the climate system from a two-compartment model is provided by Held et al.

(2010) and a more thorough interpretation through an upwelling diffusion model is provided by

Hoffert et al. (1980). An approach to separating the shallow ocean component from the deep ocean

component was advanced by Gregory (2000), who examined temporal autocorrelation of

temperature as a function of depth with that in the top ocean layer in output of the Hadley Centre

AOGCM, finding a sharp break at about 100 m. It would seem that an observationally based

approach such as this might usefully distinguish the upper and lower oceanic components of the

actual climate system. In this respect attention is called to a time series of measurements of ocean

temperature as a function of depth (surface to 800 m) over a 15 year period (Sutton and Roemmich,

2001) that shows the damping of the amplitude of the seasonal cycle of temperature with depth

from about 6 K peak-to-peak at the surface to about 1 K at 150 m, suggesting an observational

approach to determining the time-dependent penetration of heat due to a secular change in surface

temperature induced by changing atmospheric composition.
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4.2 Heat exchange coefficient

The heat exchange coefficient κ, the rate of heat uptake by the planet normalized to the global

temperature anomaly was determined as the slope of the linear proportionality between the rate of

increase of ocean heat content, evaluated as the time derivative of the ocean heat content, augmented

to include estimates of additional heat sinks, and the surface temperature anomaly. This heat

exchange coefficient is 1.05 ± 0.06 W m-2 K-1, where again the uncertainty reflects the uncertainty

in the regression but not systematic errors in the heat content data. For the observed increase in

global temperature relative to 1900 ∆Tobs = 0.78 K in 2010 (Hansen et al., 2010, as extended at

http://data.giss.nasa.gov/gistemp/), this value of κ would indicate a heat flux into the climate system,

which is equal to the energy imbalance of the climate system, of 0.82 W m-2. Such an energy

imbalance is consistent with the present heating rate shown in Figure 5 (from which it is derived)

and with other current observationally based estimates of this quantity (Palmer et al, 2010; Lyman et

al., 2011).

As with the effective heat capacity, determination of the heat exchange coefficient is wholly

observationally determined. Further, it would seem that this heat exchange coefficient is an intrinsic

property of Earth's climate system, rather than a property that is dependent on the nature and/or

magnitude of recent forcings. Certainly a proportionality between the rate of heat input into the

climate system and the increase in global temperature following imposition of a radiative forcing

cannot be maintained indefinitely, as indicated in Figure 1. Nonetheless at least in the early years

following the onset of forcing, or perhaps only during situations of continuously increasing forcing,

the linear proportionality between the rate of increase of heat content and the temperature anomaly

would seem to be a useful means of quantifying the heat input into the climate system and the

consequences of the departure from steady state following imposition of the forcing.

Despite considerable interest in the heat exchange coefficient in interpreting climate model

calculations (Gregory and Forster, 2008; Dufresne and Bony, 2008), there does not seem to be

prior observationally based determination of this quantity. Gregory and Forster determined κ as the

slope of a regression of net heat flux into the planet, relative to control runs, against GMST

anomaly in the output of 16 AOGCMs that participated in the intercomparison of models over the

twentieth century carried out by the IPCC (2007) Fourth Assessment, the same approach as

employed here with observation-derived data. For the 16 models examined the mean value of κ was
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0.62 ± 0.13 (1 sigma); maximum 0.83; minimum 0.41. It would thus seem that the heat exchange

coefficient. may be somewhat underestimated in current climate models. For a given equilibrium

sensitivity an underestimate would result in the rate of increase in GMST being overestimated in

climate model calculations. As the net heat flux is subtractive from the forcing in determining the

rate of temperature increase, the magnitude of the overestimate would depend on the forcing.

Alternatively knowledge of the heat transfer coefficient might be used to infer the equilibrium

sensitivity of a climate model from Str obtained from the dependence of modeled temperature

anomaly on forcing (κ method, Eq 11); as κ is subtractive from Str
-1 an erroneously low value of κ

would result in an overestimate of Seq, the magnitude of which would depend on the value of Str
-1.

As with the effective heat capacity, it would seem that questions remain regarding the interpretation

of this heat flux. Both observationally and from the climate model output, the quantity that is

determined is the total net heat flux into the planet, normalized to the global temperature anomaly,

whereas the heat flux that is calculated in two compartment models is the heat flux from the upper,

short–time-constant compartment to the lower, long–time-constant compartment. As the upper

compartment undoubtedly comprises a substantial fraction of the effective heat capacity of the

system, it would seem fruitful to more explicitly distinguish between the two compartments in

refining these concepts in future work. Nonetheless, it is clear that the net heat flux into the climate

system that is subtractive from the applied forcing to yield the equilibrium sensitivity of the climate

system, Eq. (6) is the heat flux into the entire climate system. The observationally based finding of a

linear proportionality between heat flux and temperature anomaly supports the relation between

transient and equilibrium sensitivities, Eq. (11) that can be used to infer the equilibrium sensitivity

from the transient sensitivity based on observations (and assumed forcings) or to infer the transient

sensitivity from climate model runs that yield the equilibrium sensitivity with slab-ocean models.

4.3 Transient and equilibrium climate sensitivities

This study has examined the relation between observed increase in GMST and forcing, as

calculated by several groups, in terms of a two-compartment energy balance model. According to

this model a linear proportionality would be expected between the two quantities, the slope of which

would be interpreted as a transient climate sensitivity Str. This expectation is borne out for five of

the six forcing data sets examined, for forcing and temperature anomaly over the twentieth century.

However the regression slopes (limited to measurements subsequent to 1965) differ for the several
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forcing data sets by amounts that substantially exceed the uncertainties in the regression slopes

(Table 2) and by amounts that are significant in the context of interpretation of climate change over

the twentieth century. Recognition that the planetary heating rate N is subtractive from the forcing F

to yield the equilibrium sensitivity Seq suggests a further linear proportionality between GMST

anomaly and F – N, the proportionality constant being Seq, leading to determination of Seq as this

slope, the F – N method. A linear proportionality was found for four of the six data sets examined;

again the sensitivities so determined differ by amounts that substantially exceed the uncertainties in

the regressions and that are important in the context of understanding climate change. The finding

of a linear proportionality between the heating rate and GMST anomaly yielding the heat exchange

coefficient κ, permits determination of Seq from Str, the κ method. This method yielded values of Seq

for the five forcing data sets for which it was possible to determine Str. The values of Seq so

determined agreed closely with the values of Seq determined by the F – N method. Here it should be

emphasized that the absence of linear proportionality between GMST anomaly and forcing for a

single forcing data set of the six examined (that of Myhre et al., 2001) does not demonstrate those

forcing data are an inaccurate representation of forcing over the latter part of the twentieth century

but only that these forcing data are inconsistent with the energy balance model considered. This

inconsistency in a single forcing data set, and more broadly the differences in the sensitivities

determined from the several forcing data sets examined, underscore the importance of accurate

determination of climate forcing over the twentieth century, especially the latter part of the twentieth

century for which ocean heat content data are available, to observational determination of Earth's

climate sensitivities.

For the five forcing data sets for which climate sensitivities could be determined, the resulting

values, 0.24 to 0.75 K (W m-2)-1, corresponding to ∆T2× 0.9 – 2.8 K are all less than, and for the

most part, well less than, the best estimate and "likely" range2 given for this quantity by the 2007

IPCC Assessment, 3 K, (2 – 4.5) K, Figure 12. Of the five forcing data sets, all of which are within

the "very likely" range2 given for this forcing by the IPCC (2007) Assessment, the only data set for

which the equilibrium sensitivity lies within the IPCC "likely" range is the MIROC data set. For

each of the other forcing data sets the equilibrium sensitivity is below the lower bound of the

"likely" range for this quantity, and indeed is nearly at the limit, or below the limit of the "very

likely" range for this quantity, ∆T2× = 1.5 K. Examination of the relation between the values of Str

and Seq determined by this analysis and the twentieth century climate forcing used to infer the
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sensitivity from the observed increase in GMST (Figure 12) shows distinct anticorrelation; that is, a

low forcing yields a high sensitivity, and vice versa. Such an anticorrelation, which would be

expected for a given increase in GMST has been noted previously in both empirical inference of

what now must be recognized as transient climate sensitivity (Schwartz, 2004) and in analysis of the

equilibrium sensitivity of climate models (Kiehl, 2007; Knutti, 2008). Of course the equilibrium

climate sensitivity, which is a property of Earth's climate system, cannot depend on the forcing.

Rather it is the equilibrium climate sensitivities that are inferred from estimates of the forcing that

exhibit such dependence. The anticorrelation between equilibrium sensitivity and forcing indicates

that the only way that Earth's equilibrium climate sensitivity could be as great as the central value of

the IPCC estimate, ∆T2× = 3 K, would be for the total forcing (recall that the forcing corresponds to

the period 1900 – 1990) to be about 0.8 W m-2. Such a low forcing, which is at the low end of the

IPCC "very likely" range, would require a rather large negative aerosol forcing to offset the forcing,

by the well mixed greenhouse gases, about 2.3 W m-2 in 1990; here it must be emphasized that this

is not an "inverse" calculation of aerosol forcing, as would be obtained by using a modeled

sensitivity, but rather an observational constraint on this forcing together with the best estimate of

the equilibrium climate sensitivity given by the IPCC assessment. Extrapolation of the

anticorrelation between equilibrium sensitivity and forcing to the entire span of the "very likely"

range for the total forcing given by the IPCC 2007 Assessment (0.6 to 2.4 W m-2) yields a range in

equilibrium sensitivity 0.07 – 0.91 K(W m-2)-1 (∆T2× 0.26 – 3.4 K), more than an order of

magnitude. This wide range of equilibrium climate sensitivity underscores the importance of

constraining the forcing if the climate sensitivity is to be determined with accuracy, either

observationally or in climate model studies. The analysis also indicates that the observed increase in

GMST over the latter part of the twentieth century can be accounted for only by some combination

of large (negative) aerosol forcing and/or low climate sensitivity.
_________

2 Here the term "likely" is used in the sense of the 2007 IPCC Assessment Report; that is,
corresponding to the estimate of the central 66% of the PDF for the quantity. Likewise the term
"very likely" is used to denote the estimate of the central 90% of the PDF.
_________



36

1.4

1.2

1.0

0.8

0.6

0.4

0.2

0.0

S
en

si
tiv

ity
, K

/(
W

 m
-2

)

2.52.01.51.00.5

Forcing (1900 - 1990), W m-2

5

4

3

2

1

0

T
2X , K

GISSRCP
GFDL

MIROC

PCM

G&F08

Figure 12. Dependence of transient climate sensitivity Str, Eq. 10, (purple) and equilibrium climate sensitivity Seq

inferred by the F - N method, Eq. 6, (green) and by the κ method, Eq 11, (red) on forcing between 1900 and 1990.

Uncertainties in equilibrium sensitivity (shown for the κ method) represent one sigma, estimated by error

propagation from the uncertainties in Str (also shown, one sigma) and κ. Right axis gives equivalent CO2 doubling

temperature evaluated from Str, or Seq with CO2 doubling forcing 3.71 W m-2. Also shown (magenta) are Str,

determined by Gregory and Forster (2008) as slope of regression of ∆T observed over the years 1970-2006 against

"median" estimates of total forcing by anthropogenic greenhouse gases and aerosols (years strongly affected by

volcanic aerosols excluded) and Seq evaluated from that value of Str using the value of κ determined here, with

associated one-sigma uncertainties. Also shown (blue) are best estimates of equilibrium climate sensitivity and

anthropogenic forcing (relative to preindustrial) and associated uncertainties as given by the IPCC Fourth

Assessment Report (2007); thick uncertainty lines correspond to central 66% of the likelihood function (roughly

equivalent to one sigma); thin uncertainty lines denote "very likely" range corresponding to the central 90% of the

likelihood function. Red line denotes extrapolation of equilibrium uncertainties to the full "very likely" range of

forcing given by the 2007 IPCC assessment.

The most relevant prior study examining the relation of observed temperature change to forcing is

that of Gregory and Forster (2008), which presented, for forcing determined by the Hadley Centre

climate model, graphs of observed temperature change versus anthropogenic forcing or versus total

forcing; years strongly influenced by volcanic emissions were excluded from determination of the

regression slope. The transient sensitivity found in that study for temperature change and forcing

over the period 1970-2006 is 0.48 ± 0.04 K(W m-2)-1; the corresponding value of equilibrium

sensitivity, evaluated with the value of κ determined here is 0.95 ± 0.18 K(W m-2)-1 (∆T2× = 3.5

K). These sensitivities are somewhat to substantially greater than the values determined for the

forcing data sets examined here, Figure 12. Correspondingly, the forcing data set employed by
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Gregory and Forster exhibits a much lower total forcing over the twentieth century, 0.43 W m-2

(1900 – 1990) than the several forcing data sets examined here, a value that is less than the lower

bound of the "very likely" range for forcing up to 2005 as given by the IPCC, although that gap is

closed by the incremental forcing between 1990 and 2005.

4.4 Climate system time constants

Although the time constants for relaxation of perturbations in heat content of the two compartments

of the climate system determined by this analysis depend on the magnitudes of the forcings of the

several data sets examined, for each of the forcing data sets the time constants associated with the

two compartments are clearly separated into a short time constant (median 6.3 yr, range 4.1 – 9.2

yr) and a long time constant (median 470 yr, range 400 – 580 yr). A similar large difference in time

constants was noted by Gregory (2000), examining a two-compartment model having parameters

chosen to match experiments with the Hadley Centre climate model, who found that the response

could be characterized by a short time constant of about 12 yr and as second time constant at least

an order of magnitude greater. A large gap in time constants was noted also by Held et al. (2010), in

an analysis of the response of the GFDL climate model to step-function changes in forcings, with a

short time constant characterizing the transient response of the climate system to an applied forcing

and a much longer response time, which they characterize as "centuries or longer" associated with

the second, large-heat-capacity compartment of the climate system. Based on an analysis of model

runs of two AOGCMs and a model of intermediate complexity run out to equilibrium Jarvis and Li

(2011) likewise find two discrete time scales, one of about 20 years and a second of about 700

years. Based on an examination of transient runs across the climate models that participated in the

intercomparison reported in the 2007 IPCC Assessment, Lucarini and Ragone (2011) characterized

the longer relaxation time as of order 500-700 years. A rapid initial response to forcing that exhibits

most of the climate system response to a step function forcing followed by a further response of

lower magnitude and long duration is exhibited also in climate model runs presented by Brasseur

and Roeckner (2005), Matthews and Caldeira (2007), and Held et al. (2010).

A response of Earth's climate system to perturbations that is characterized by two such widely

separated time constants would have important implications for the interpretation of climate change

over the past half century during which forcing has likely been systematically increasing.

Specifically for such a situation the response of GMST to the forcing would be in rather close
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steady state to the forcing, lagging the response given by the transient sensitivity by about one time

constant, that is, just a few years. Thus Held et al. (2010) found that the response of the GFDL

model to twentieth century forcing is accurately matched by a single-box model with a time constant

of 4 yr and a transient sensitivity of 0.43 K (W m-2)-1. Ultimately, Held et al. find that the heat

input into what they term the recalcitrant compartment of the climate system becomes appreciable,

but under a situation of continuously increasing forcing, the increase in temperature of this

compartment remains a small fraction of that of the short-time-constant compartment. On the time

scale certainly of several decades it would seem that the increase in temperature of the deep ocean is

insufficient to appreciably diminish the proportionality between temperature anomaly and heat flux.

In other words, the response of the climate system to forcing would continue to be given by the

transient sensitivity, not the equilibrium sensitivity. This situation would likely continue to hold as

temperature anomaly continues to increase. A departure from proportionality between temperature

anomaly and heat flux to the long-time-constant compartment might be expected only after some

decades of constant forcing, at which point the back flux of heat from the deep ocean compartment

to the shallow ocean compartment would begin to become appreciable. Based on these

considerations it would seem that the most relevant measure of climate sensitivity for policy

purposes is the transient sensitivity, as it is this sensitivity that will govern climate system response

to changes in forcing, given that the time constant for the deep ocean compartment to respond to

forcings is several centuries.

If the forcing is maintained at a constant value, ultimately, on the time scale of the longer time

constant, the global temperature will approach a constant value that is governed by the equilibrium

sensitivity, not the transient sensitivity. The difference between the increase in temperature observed

at a given time and that which would be expected for the forcing that has given rise to that

temperature increase being maintained indefinitely is a committed further temperature increase. The

magnitude of this committed further increase is characterized by the fraction of the ultimate increase

in temperature that has taken place at a time of observation, fobs, Eq (12), values of which are given

in Table 2 for the several forcing data sets. For the observed increase in global temperature in 2010

relative to 1900 ∆ T o b s  = 0.78 K (Hansen et al., 2010, as extended at

http://data.giss.nasa.gov/gistemp/), the total committed temperature increase, the increase in GMST

relative to 1900 that would be expected if the present forcing for each of the several data sets were

maintained indefinitely, ∆Tcomm, ranges from 0.87 to 1.25 K, and the further committed increase
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0.09 to 0.47 K. It should be stressed that these values are dependent on the assumed forcings, but

more importantly the calculations assume maintenance of the present forcing indefinitely. Such a

situation seems highly unlikely. In an extreme hypothetical case, if emissions of GHGs were to be

abruptly halted, such a change in GHG emissions would almost certainly be accompanied by a

great reduction in emissions of aerosols and aerosol precursor gases. As the atmospheric residence

times of the aerosols are about a week, the (negative) aerosol forcing would immediately be greatly

reduced, and the full effect of the GHG forcing would be manifested on the time scale of the short

time constant, a few years. This phenomenon has been illustrated in climate model calculations

(Brasseur and Roeckner, 2005). Hence the observed fraction of the committed temperature increase

calculated under the assumption that the total forcing would be maintained is probably not a

meaningful estimate of the actual committed further temperature increase. For present (2010)

forcing by the long-lived GHGs taken as 2.8 K and the present ∆T relative to 1900 0.78 K, the

committed future increment in GMST for the several forcing data sets ranges from near zero (-0.1

K) to 1.3 K. These estimates are lower to much lower than those obtained for the central value

sensitivity of the IPCC 2007 Assessment, 1.5 K, a consequence of the low values of Seq relative to

the IPCC best estimate obtained for the several forcing data sets examined.

4.5 Climate sensitivity inferred from climate system time constant as determined

by autocorrelation analysis

The value of planetary heat capacity obtained here, together with estimates of the response time of

the climate system to perturbations determined from analysis of autocorrelation of global mean

surface temperature anomaly, 8.5 ± 2.5 yr (Schwartz, 2007, 2008a; Scafetta, 2008) would give rise

(Eq. 8a) to a climate sensitivity, which must now be recognized as a transient sensitivity, evaluated

as S Ctr s U= τ / , Str = 0.39 ± 0.12 K (W m-2)-1; This transient sensitivity in turn, together with the

heat exchange coefficient κ = 1.05 ± 0.06 W m-2 K-1 leads (Eq. 11) to an estimate of the

equilibrium climate sensitivity Seq = 0.66 ± 0.35 K (W m-2)-1 that is determined without any

dependence on calculated climate forcing. This value, which lies toward the high end of the range of

estimates obtained using estimates of climate forcing, would imply, via the correlation shown in

Figure 12, a fairly low total forcing, 1.1 W m-2. The corresponding equilibrium CO2 doubling

temperature ∆T2× = 2.4 ± 1.3 K, albeit somewhat lower than the central value estimated for this

quantity by the IPCC (2007) Assessment, 3 K, is well within the "likely" uncertainty range provided

by that assessment (2 – 4.5 K).
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4.6 What might be wrong with this analysis and how might it be improved?

As emphasized above the present determination of Earth's climate sensitivities and related quantities

is a hybrid based on observations of global temperature and ocean heat content and largely model-

based calculations of climate forcings. Clearly the several forcings employed in this analysis, which

are characteristic of present understanding and uncertainty, cannot all be correct, and the strong

dependence of the inferred climate sensitivity to the forcing employed in the analysis underscores

the importance of determining forcing with greater accuracy if climate sensitivity is to be determined

with confidence (Schwartz 2004; Schwartz et al, 2010). A second source of possible error, affecting

all the determinations, is error in planetary heat imbalance inferred here from the rate of uptake of

heat by the world ocean. This quantity is subject to uncertainty in the measurements, arising from

changes in methods and limited and nonuniform sampling (geographically and as a function of

depth) over the period of record, as discussed by Lyman (2011). A greater rate of heat uptake

(planetary heat imbalance) would result in a greater inferred equilibrium climate sensitivity than that

determined here, and conversely a smaller rate of heat uptake would result in an even lower

equilibrium sensitivity, demonstrating the importance of this quantity also in determining climate

sensitivity. An inherent limitation to this approach is that it requires determining the rate of heat

uptake as a time derivative of the ocean heat content with the attendant requirements on precision

and the associated requirement of measurements over an extended time period before the derivative

can be inferred with confidence. An alternative approach to determining heat imbalance is through

satellite measurements of the net flux at the top of the atmosphere. As discussed by Stevens and

Schwartz (2011) an improvement in measurement accuracy of more than an order of magnitude is

required to yield an accuracy that is comparable to that of the heat content measurements.

More broadly, the present analysis rests on the whole-Earth forcing and response model and the

assumption that changes in heat uptake by forcings that are different in kind and geographical

distribution yield the same global average response. Ultimately such a model fails if, for example,

there are local feedbacks such as melting of surface ice that amplify the effects of forcings in one

location relative to another. Still, the whole-Earth model is attractive in its simplicity and the insights

it affords and, at least so far, continues to be useful for these considerations.
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5. Summary and conclusions

The present analysis has examined several relations among global mean quantities pertinent to

climate change: global heating rate with surface temperature anomaly (slope, heat exchange

coefficient); ocean heat content with temperature anomaly (slope, effective heat capacity of the

climate system); surface temperature anomaly with forcing over the twentieth century (slope,

transient climate sensitivity); and surface temperature anomaly with forcing minus heating rate

(slope, equilibrium climate sensitivity). Six published estimates of forcing over the twentieth century

were examined. The first two relations, yielding heat exchange coefficient and effective heat

capacity, are independent of the forcings and thus do not encompass any model-based uncertainty

associated with the forcings, allowing determination of the effective planetary heat capacity and the

heat exchange coefficient from measurements of global mean surface temperature anomaly and

ocean heat content anomaly over the second half of the twentieth century. All of these relations, and

for the relations involving forcings, for most of the forcings examined, exhibited robust linear

proportionality (i.e., zero intercept in linear regression; in the case of heat capacity, linear relation),

consistent with expectation based on an energy balance model of the climate system Additionally a

second method was applied for evaluating equilibrium climate sensitivity using the heat exchange

coefficient that yielded values essentially identical to those of the direct regression.

The results of these correlations are interpreted in terms of a two-compartment energy balance

model of Earth's climate system that is characterized by an upper, small-heat-capacity, short-time-

constant compartment that corresponds to the atmosphere and upper ocean and a lower, large-heat-

capacity, long-time-constant compartment that corresponds to the deep ocean, that is only weakly

coupled to the upper compartment. This model leads to a distinction between a transient climate

sensitivity, which pertains to the upper compartment, and an equilibrium climate sensitivity, which

pertains to the entire climate system including the deep ocean. The analysis leads to estimates of the

time constants of the two compartments, which are dependent on the forcing data sets employed, but

which are quite separated from one another, 4 to 9 years for the upper compartment, and circa 500

years for the lower compartment. In this situation the response of the climate system to forcings

over the twentieth century is governed by the short time-constant of the upper compartment, which

is the time constant that governs the relation between forcing and surface temperature anomaly. The

proportionality between forcing and temperature anomaly exhibited for all but one of the forcing

data sets examined, together with the large separation in time constants, supports the utility of the
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transient climate sensitivity, evaluated as the proportionality coefficient of these two quantities as the

useful measure of Earth's climate sensitivity for interpretation of climate change over the twentieth

century and for informing policy decisions about future emissions.

The analysis presented here, although focusing on observational data, nonetheless rests heavily on

the forcings over the twentieth century as calculated by several modeling groups based, ultimately,

on measured or modeled changes in atmospheric composition. Of these the forcing due to

anthropogenic aerosols is the source of the greatest uncertainty, and it this uncertainty that is mainly

responsible for the differences in forcings over the twentieth century. Confident determination of

Earth's climate sensitivities thus remains hostage to accurate determination of these forcings.
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